The objective in building and specifying macroeconomic models is to reflect the main characteristics of an economy in a stylized way. This article describes a macroeconometric model for the Chilean economy. The aim of the model is to forecast the main macroeconomic variables, along with policy exercises and simulations. The different model equations describe both short-term movements within the economy and the long-term equilibrium. It is in this latter sense that the model can be described as structural. The main area interest in this kind of model involves the different dynamics of the variables, which can provide insight, for example, on the lags and magnitude of monetary policy transmission mechanisms. Their estimation is no substitute, however, for ensuring
a medium-term equilibrium point toward which the economy must necessarily converge. We therefore use cointegration and error correction techniques for estimating the parameters. We also calibrate relations where necessary.

The model includes the main components of aggregate demand and external accounts. It also incorporates an aggregate supply block based on a standard production function, an equation for asset prices, and a wage, labor, margin, and price block. The key relative prices in the steady state, such as the real long-term interest rate, the real exchange rate, and the sovereign premium, are determined endogenously. We use the model to analyze and quantify the influence of monetary policy over inflation and the transmission mechanisms. The results are compared with those from a small macroeconomic model and several vector autoregressive (VAR) models, based on Phillips curves. Although these models are simpler and easier to manage, they provide less information.

This model was developed out of a need to answer more questions than a simpler gap model can address, by increasing the number of endogenous variables and dealing with the different transmission mechanisms in greater detail. It also reflects the need for a wider variety of possibilities for analyzing economic policy, together with the fact that the simulation process is dynamic in itself, so that models are constantly being revised.

The next section highlights a series of stylized facts about the Chilean economy that must necessarily be reflected in the model. We then describe the model, in terms of both its steady state and behavioral equations. The concluding section explores the empirical properties of the model using impulse response exercises.

1. SOME STYLIZED FACTS ABOUT THE CHILEAN ECONOMY

The stylized facts presented in this section allow us to define some of the characteristics that a macroeconometric model must contain in order to simulate the Chilean economy.

1.1 Stable Factoral Distribution of Income

The labor factor’s share ($\alpha_N$) of nominal gross domestic product (GDP) fluctuated around 53 percent during the period under analysis (1990–2001). We estimated it by dividing the wage bill by nominal
GDP (YN), with different weights for wage-earning employees and self-employed workers.¹

Labor’s stable share of GDP over time, as figure 1 indicates, suggests that long-term employment to real wages and employment to output elasticities equal one. Because real wages tended to rise throughout this period, labor’s stable share of GDP reflects the fact that average labor productivity also rose by a similar amount, on average.²

1.2 Sensitivity to the World Cycle

Chile is a small, open economy that is affected by fluctuations in the world economy. Shifts in world demand directly affect the prices of Chile’s main exports and may also affect volumes. Fiscal and monetary policies in the main economies influence financial conditions at the global level. Together with changing sentiment in financial markets, these determine capital flows to emerging economies, including Chile. During the past

Source: Authors’ calculations based on National Institute of Statistics and Central Bank of Chile data.

1. When calculating the wage bill, different types of workers must be weighted, according to whether they are employees (NW) or self-employed (NSE). The first contribute to social security, so their share of GDP is measured through labor costs (CL). The second, in contrast, do not have access to this benefit and therefore their wages are considered to be a percentage of average nominal wages in the economy. This is assumed to be 60 percent.

2. When labor income’s share of output is calculated from 1986 the variable seems to show a different tendency. In a regression, however, the coefficient accompanying this trend reaches 0.001 which, while statistically different from zero, is of little enough magnitude to assume that labor’s share is constant.
decade and a half, Chile demonstrated a rather close association between external indicators and domestic economic growth (see figure 2).

1.3 Unemployment and Private Consumption

The Chilean economy exhibits a negative correlation between consumption and unemployment. This inverse relationship is apparent in figure 3. Higher employment rates coincide with slower annual growth in spending on nondurable consumer goods. The unemployment rate can be understood as an indicator of the level of

**Figure 2. Economic Growth and External Conditions**
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**Figure 3. Annual Growth in Consumption and Unemployment**
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household uncertainty and expectations. This means that the higher unemployment, the more households reduce their consumption, probably out of caution. Moreover, high unemployment implies reduced household income, and this liquidity restriction translates into reduced spending on consumption. Consequently, growth in aggregate consumption, far from behaving at random, is highly correlated with the economic cycle.

1.4 Importance of the Imported Component of Domestic Expenditure

By being open to foreign trade, a small economy such as Chile resorts to international markets to meet some of its domestic demand requirements. This means that, for example, imports of capital goods account for almost all investment in machinery. Indeed, virtually all durable goods purchases involve imports. Figure 4 reveals not only the relevance of import volumes for some components of domestic demand, but also the stability of this relationship over time. Furthermore, the discrepancies between spending on durable consumer goods and imports of these goods largely reflect inventory accumulation. Figure 5 shows that rising imports of consumer goods and changes in investment in inventories (both on average for four moving quarters) are closely related. The importance of foreign trade to the different components of domestic demand also means that the real exchange rate is an important variable that influences domestic spending decisions.

Figure 4. Imports and Domestic Expenditure

Source: Authors' calculations and Central Bank of Chile.
1.5 Financial Markets throughout the Economic Cycle

The relationship between monetary aggregates, interest rates, and output has been the subject of many studies. These monetary aggregates, particularly real M1A, and the structure of interest rates generally led economic activity in recent decades. Output growth, M1, and the difference between long-run interest rates (based on the Central Bank’s eight-year adjustable bond, or PRC8) and short-run interest rates (MPR) are depicted in figure 6. In the structural models presented below, money is not a transmission channel for monetary policy, whereas interest rates are, because money does not add information beyond that contained in other explanatory variables. Money has not proved useful for predicting inflation or any of the other variables included in the model.

1.6 Factors Determining the Surcharge on External Financing

A key variable for expenditure decisions within the economy, both directly and indirectly, is the financing surcharge that domestic agents must pay on external debt, because of its impact on domestic interest rates. Although there are no measurements of this surcharge over a long period of time, it is possible to construct

3. See for example Herrera and Rosende (1991); Rojas (1993); Herrera and Magendzo (1997); Bravo and Franken (2002); Belaisch and Soto (1998).
approximations. As figure 7 indicates, trends in the external financing surcharge are consistent with a world in which solvency and liquidity are important. Until 1997, periods of high deficits in Chile’s current account were accompanied by relatively significant increases in its spread, which may indicate that external financing became more costly as demand grew relative to the size of the economy. This relationship seems to break down after the Asian crisis and financial turbulence in Russia and other economies.

Evidence also shows, however, that the financial surcharge in Chile is associated with the financial surcharge paid by companies in similar risk categories in the United States.\(^5\) This surcharge has risen significantly since 1997.

We refer to the premium surcharge or spread affecting agents who issue debt abroad as the external financing surcharge (\(\text{REXF}\)). These costs are based on the risk level implicit in buying the debt of a specific country. They can be estimated by looking at sovereign spreads or surcharges required by bonds issued by a given government compared to the return on nominal U.S. Treasury notes (that is, the T-note with a similar maturity).

1.7 Inflation, Inflation Targeting, and the Economic Cycle

The Central Bank's use of inflation targeting since the beginning of the 1990s has proved successful in terms of coordinating agents' expectations. Annual inflation tended to fall following a gradual reduction in inflation targets (figure 8). Although factors associated with indexation can introduce inertia in the inflationary process, inflation expectations and, in particular, the Central Bank's credibility in terms of achieving the target do affect inflation itself. Demand conditions in goods and factor markets also influence inflation. Simple measurements of output can be empirically associated with changes in inflation over the past fifteen years. The relation between these two variables has weakened since 1996, but this can be associated first with the peso appreciation and later with its depreciation (figure 9).

2. Structural Forecast Model (MEP2)

As mentioned in the introduction, the different equations in the model describe both short-term movements in the economy and long-term equilibrium. It is in the latter sense that the model can be labeled as structural. The techniques used to estimate parameters for the different equations are therefore consistent with being able to distinguish short-term from long-term effects (that is, cointegration). These methods, as with all econometric methodology, are subject to important degrees of uncertainty. This uncertainty largely stems from the sensibility of the estimated parameters to the deep structure of

Figure 8. Inflation and Inflation Target
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The economy, which cannot be directly observed. To deal with situations in which the empirical estimation is poor, in which there are well-founded indications of structural changes in different relationships, or in which economic theory itself has important relationships that must be addressed, we opted for calibrating specific parameters, even though the calibrated value may be rejected using standard statistical methods.6 This calibration process is the second reason for calling these models structural.

6. By calibration we mean that in some equations, the constant and occasionally the slope parameters were restricted, in order to keep the equation consistent with the long-term equilibrium of an economy with a Cobb-Douglas production function.
A third reason, associated with the above, has to do with the many different legal restrictions on determining certain prices within the economy, particularly public utility charges. The Central Bank cannot ignore these facts, and they are explicitly incorporated into the modeling of the inflationary process.

To date, two structural forecast models are being developed at the Central Bank of Chile, known as MEP1 and MEP2. Qualitatively speaking, they share the characteristics described above. One of the main differences between MEP1 and MEP2 has to do with the degree of macroeconomic variable aggregation. MEP2 consists of aggregate demand, aggregate supply, and an equation that relates prices and economic activity. MEP2 expands MEP1 by estimating the different components of aggregate demand. It also incorporates the estimated evolution of the capital stock into the forecast of potential output. In addition to estimating aggregate demand and supply, MEP2 estimates the current account of the balance of payments (and, by definition, internal demand) and the $REXF$.

### 2.1 The Steady State in MEP1 and MEP2

The steady state refers to balanced growth trends within the economy, incorporating demand and supply conditions in goods and factor markets that are consistent with full employment of resources and constant relative prices. The main variables within the steady state are determined endogenously in MEP2. The following equations summarize the conditions of the steady state first for MEP1, which encompasses only inflation, GDP, and financial market variables, and then for MEP2.

**MEP1 steady state**

\[
Y = \bar{Y},
\]

\[
INF4 = 3\%,
\]

\[
PRC8 = \overline{PRC8},
\]

\[
MPR = \bar{MPR},
\]

\[
RER = \bar{RER}.
\]
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 MEP2 steady state: aggregate supply

\[ Y = A \cdot N^\alpha, \quad K_{CONSTR} = K_{CONSTR1} \cdot K_{MACH}^{1 - \alpha}, \]

\[ \alpha_N = \frac{(1 + \tau) \lambda + (1 - \lambda) W}{YN}, \]

\[ \frac{K_{CONSTR}}{Y} = \alpha_{K_{CONSTR}} \cdot CK_{CONSTR}^{-1}, \]

\[ \frac{K_{MACH}}{Y} = \alpha_{K_{MACH}} \cdot CK_{MACH}^{-1}. \]

Aggregate demand and the external sector

\[ \frac{PC_H}{DPY} = \phi_{C_H}, \]

\[ \frac{K_D}{C_H} = \phi_{K_D} \cdot CKD^{-\phi_{KD}}, \]

\[ \frac{QM_C}{C_D} = \phi_{QM_C}, \]

\[ \frac{QM_K}{GFK_{MACH}} = \phi_{QM_K}, \]

\[ \frac{QM_{NFL}}{Y} = \phi_{QM_{NFL}} \cdot RER^{-\phi_{NFL}}, \]

\[ \frac{QX_{OTHER}}{Y} = \phi_{QX_{OTHER}} \cdot YEX^{-\phi_{QX_{OTHER}}} \cdot Y^{-\phi_{QX_{OTHER}}} \cdot RER^{-\phi_{QX_{OTHER}}}. \]

Prices and costs

\[ INF4 = 3\%, \]
\[
CPI = (MG - \phi_{MG})^{0.68} \cdot GW^{0.16} \cdot CIMP ,
\]

\[
CLU = \frac{PW}{Y/N}(1 + VAT) ,
\]

\[
CIMP = EXPI \cdot NER(1 + VAT)(1 + TAR) , \text{ and}
\]

\[
W = PW^{0.83} \cdot GW^{0.17} .
\]

**Financial markets**

\[
PRC8 = REX_{LT} + RISK_{LT} ,
\]

\[
MPR = PRC8 - \rho , \text{ and}
\]

\[
RER = RER_{+1} .
\]

The steady state of MEP2 is consistent with a Cobb-Douglas production function, while inflation and prices remain neutral. Potential output at each point in time therefore depends on the accumulated capital stock and normal resource utilization. Technical change is also exogenous and is reflected in total factor productivity (TFP) and the natural unemployment rate.

The accumulation of each type of capital depends on the cost of capital utilization, which is set by investment financing costs, that is, the long-term interest rate plus the respective depreciation rate, plus the price of capital measured as output units. The depreciation rate for each type of capital is assumed to be constant, but both interest rates and the relative price of capital in MEP2 are endogenous variables. Long-term interest rates are determined by conditions of international arbitrage using uncovered interest rate parity corrected for risk premiums and imposing a constant equilibrium real exchange rate. In the case of machinery and equipment, the relative price is directly affected by the real exchange rate, while the level of wages is more important for the relative price of construction.

As a result, the parity condition is key for determining interest rates in MEP2. The link with the rest of the model comes from the equilibrium between saving and investment. The sovereign risk premium is assumed to depend on the current account deficit as a
percentage of GDP, which reflects imperfections in international capital markets. The dynamics of domestic expenditure affect financing conditions.

Private consumption of nondurable goods converges to a constant fraction of private disposable income, while the purchase of durable goods is corrected to reach the desired stock of durable goods, which depends on the cost of durable versus nondurable consumption goods. Thus, in the steady state, purchases of durable goods are such that they allow us to keep the ratio of durable stock to nondurable consumption constant.

The public sector affects the model through its income and expenditure policies, in the context of achieving a structural surplus set at 1 percent of GDP. This leads to a rule for the behavior of capital and current public expenditure. Revenues are a function of cyclical conditions that affect activity and expenditure, but include an underlying tendency.

The external accounts depend on expenditure decisions. The volumes of imported consumption and capital goods approach a constant fraction of durable purchases and gross capital formation in machinery. In this sense, the equilibrium real exchange rate indirectly affects these expenditure components by affecting the capital costs of durable consumption goods and of machinery and equipment. Similarly, imports of intermediate nonfuel goods tend toward a constant fraction of GDP, which depends on the real exchange rate. The import volumes of intermediate nonfuel goods evolve according to simple rules. A simple rule is also used for the evolution of imports of nonfactoral services. Altogether, the main exports are forecast using sector-specific information regarding production plans. An econometric approximation is used solely for products other than major exports, which depend on the growth of the country’s main trading partners and the real exchange rate.

The block including prices, wages, and the labor market reflects the neutrality of monetary policy in the long term. Growth in the cost of labor in real terms is equal to growth in average labor productivity. As a result, the increase in nominal wages is equal to growth in real wages plus inflation, which is stable and equal to the steady-state target. This ensures that the model remains consistent with the Cobb-Douglas production function, as does our treatment of the factorial distribution of income, which remains constant. This means that in the long-term, the elasticity of employment to real wages and the elasticity of employment to output have a value of one.
Although there is ample international evidence relating unemployment to the level of real wages, in this case the natural unemployment rate is assumed to be exogenous.

Finally, in the long run the policy rule for the monetary policy rate tends toward a neutral monetary policy position, which is consistent with full employment of productive resources and inflation in line with the target. This “neutral” monetary policy rate is given externally in MEP1, while in MEP2 it results from an interest rate structure consistent with a stable real exchange rate.

2.2 The Functioning of Financial Markets

Both models (MEP1 and MEP2) share a block that describes the functioning of financial markets in Chile. This block includes three ingredients: first, the way movements in the monetary policy rate are transferred in the short term to other market interest rates and the real exchange rate; second, how private sector demand for money is determined; third, the rule that determines monetary policy rate movements.

With regard to the first point, when markets are functioning normally, long-term rates ($PRC_8$) reflect arbitrage conditions affecting investment alternatives, particularly short-term instruments, so the expected behavior and level of the monetary policy rate and inflation ($INF$) influence the value of these long-term instruments. The same happens with other short-term instruments, such as nonindexed thirty- to eighty-nine-day deposit rates. Nominalizing the monetary policy rate reduced its impact on inflation, which makes it necessary to suitably correct econometric estimates for any simulation or forecast exercise.

Another sphere in which arbitrage conditions should be expected is the foreign currency exchange, particularly under the floating exchange rate system in effect in Chile. The foreseeable performance of interest rate differentials affects the financial cost associated with holding positions in one currency or another, thus affecting the value of the exchange rate. The empirical evidence regarding the validity of the uncovered interest rate parity is extremely weak. It does, however, offer a theoretical framework consistent with rational expectations and market arbitrage, so in general some version of this theory is applied to carry out forecasts and simulations.

The actual level of economic activity, represented by the gross domestic product ($Y$), is typically associated with the volume of
transactions within the economy. Thus, the demand for real balances
to carry out these transactions depends on $Y$ along with the alternative
cost of money, reflected in the nonindexed short-term deposit rate.

Finally, because the operational instrument used by the Central
Bank is a target for the nominal interbank rate, some behavioral
rule for this variable must be introduced. This is no minor point,
because if we don’t apply a reasonable policy rule, the model’s growth
and inflation forecasts will diverge in the presence of surprises on
the aggregate demand side. If faced, for example, with an unexpected
increase in economic growth, expected inflation will also rise. With a
constant monetary policy rate, real ex ante rates in the economy fall,
which in turn further increases the aggregate demand impulse and
generates more inflationary pressures.

A considerable amount of literature deals with monetary policy
rules. The next section contains a more detailed discussion of this
point. In any case, evaluating different kinds of policy rules is not the
central objective of this paper. In practice, to carry out official growth
and inflation forecasts, the Central Bank uses the assumption that
the monetary policy rate will remain constant over an eight-quarter
horizon. It is enough to emphasize the importance of specifying a
response from monetary policy to inflation deviations from the target
to be able to complete macroeconomic models and use them to carry
out simulations, such as those presented below.

7. For a comprehensive review of the relevant literature, see Taylor (1993)
Demand for Money

Chile’s Central Bank uses the interest rate as its monetary policy instrument. As a result, demand for money is determined in a residual fashion within the monetary policy stance. Broad money’s performance thus depends on output and the nominal interest rate, and it serves to forecast the quantity of money that the economy will require. The Central Bank has no target for the evolution of these aggregates.

The cointegration vector relates the behavior of the (logarithm of the) seasonally adjusted real money (logM1), the seasonally adjusted GDP (logY) and a transformation of the nonindexed thirty- to ninety-day deposit rate (RND). A dummy variable is included for the third quarter of 1988. The OLS results are as follows:

\[
\begin{align*}
\text{logM1} &= -9.34 + 1.06 \log Y - 0.13 \log \left( \frac{RND}{1 + RND} \right) \\
&\quad - 0.60 \left[ \log M1_{-1} + 9.34 - 1.06 \log Y_{-1} + 0.13 \log \left( \frac{RND}{1 + RND} \right)_{-1} \right] \\
&\quad + \sum_{i=1}^{2} c_i \Delta \log Y_i + \sum_{i=1}^{2} d_i \Delta \log \left( \frac{RND}{1 + RND} \right)_i + D883,
\end{align*}
\]

where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R^2$ squared is 0.99, and the average quadratic error is 2.0 percent. The LM serial correlation test (four lags) resulted in $F = 0.227$ (with a $p$ value of 0.922); the Jarque-Bera normality test resulted in $\chi^2 = 3.654$ (with a $p$ value of 0.161); and the White heteroskedasticity test resulted in $N \cdot R^2 = 0.449$ (with a $p$ value of 0.970). The estimation period is 1986:4 to 2001:1. Both the magnitudes of interest rate and income elasticities are in line with previous findings.9

Uncovered Interest Parity Condition

The exchange rate is a key relative price for a small, open economy like Chile. To model this variable, we use uncovered interest rate parity. We assume that the expected real exchange rate involves three

8. All seasonal adjustments have been made using the standard X12-ARIMA method.
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factors: the future exchange rate consistent with the model’s own forecast; inertial expectations, which only consider the lagged exchange rate; and expectations associated with the long-term real exchange rate ($\log RER_{LT}$). For the estimation, we impose the restriction that the sum of the coefficients of these three variables is one. The interest rate spread is calculated in real terms, taking the difference between the foreign interest rate ($REX$) and the real monetary policy rate ($RMPR$). The foreign interest rate is constructed using the real London interbank offered rate (LIBOR), the LIBOR spread, and the reserve requirement. The following instruments were used for the lead of the real exchange rate: lags of the (log) real exchange rate, lags and differences in real money, the difference between inflation and the target, the relative position of the exchange rate within the band, the output gap, lags of the monetary policy rate, lags of the nominal exchange rate, and lags of the multilateral exchange rate. The results of the two-stage least squares (2SLS) regression are as follows:

$$\log RER = 0.20 \log RER_{-1} + 0.63 \log RER_{-1} + 0.17 \log RER_{LT} + (REX - RMPR),$$

where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R$ squared is 0.90, and the average quadratic error is 3.52 percent. The LM serial correlation test (four lags) resulted in $F = 1.433$ (with a $p$ value of 0.000); the Jarque-Bera normality test resulted in $\chi^2 = 67.109$ (with a $p$ value of 0.161); and the White heteroskedasticity test resulted in $N \cdot R^2 = 54.120$ (with a $p$ value of 0.000). The estimation period is 1986:4 to 2001:3.

The theory of uncovered interest rate parity cannot be empirically validated in Chile, as is the case using international evidence. It has therefore been imposed. This restriction introduces some problems in the regression, however, which also occurs in the case of residue normality. In fact, the Jarque-Bera test allows us to conclude that the distribution of error is not normal.

Because Chile trades with a wide range of countries besides the United States, the real exchange rate affecting the competitiveness of Chilean products is the multilateral real exchange rate ($\log MRER$). That is, the weighted sum, by trading share, of bilateral real exchange

10. See Engel (1995); Flood and Taylor (1996); Isard (1995); McDonald and Taylor (1992); Lewis (1994).
rates. The difference between the bilateral and the multilateral real exchange rate is reduced to the difference in the index of external prices relevant to Chile (logEXPI) and the U.S. consumer price index (CPI) (logCPIUS):\(^{11}\)

$$\log MRER = \log RER + \log EXPI - \log CPI_{US}. \quad (3)$$

To explain the behavior of the external financing surcharge (REXF), an equation was estimated by 2SLS. The external financing surcharge is an endogenous variable of the model. Explanatory variables are the current account deficit (CAD) and the spread affecting category A firms from the United States (RAM). The instruments used for this estimation were the changes in the terms of trade, the residuals from durable and nondurable consumption equations, and investment (construction and machinery). The resulting parameters are the following:

$$REXF = \phi + 0.13CAD + 0.89RAM. \quad (4)$$

The hypothesis that the parameter for the surcharge on category A firms is one cannot be rejected. This result is reasonable given that Chile’s sovereign debt enjoys the same rating.

**Long-term Real Exchange Rate**

In the long term, there is a relationship between the exchange rate, the terms of trade, public expenditure, and net international assets. The variables that are important for estimating the long-term exchange rate are the logarithm of the real exchange rate (\(\log RER\)), net international assets as a percentage of GDP (IA), the logarithm for the terms of trade (\(\log TOT\)), and total factor productivity (TFP). In its steady state, however, a constant exchange rate is imposed in this model, so that the nominal exchange rate behaves according to the differential between local and foreign inflation.

**Monetary Policy Rule**

For the purposes of our simulation exercises, we specify a reaction function for Central Bank policy that leaves some degree of freedom of choice in the parameters. We use a linear specification

\(^{11}\) Feliú (1992) describes the methodology for building an external price index.
for the sake of simplicity. The policy rule associates the nominal monetary policy rate ($MPR$) with expected inflation, the output gap, and the lagged and expected gap between expected inflation and target inflation. A constant reflects the neutral instance for monetary policy.

Monetary policy reacts to expected inflation, not only because of deviations from the target, but also because expected inflation affects real ex ante rates within the economy, which are those that ultimately influence consumption and investment decisions. We also include the output gap in this policy rule, not necessarily because full employment is one of the Central Bank objectives, but rather because this is one of the main variables affecting medium-term inflationary pressures.\textsuperscript{12} In addition, monetary policy may experience some inertia over time, which makes sharp movements in interest rates are generally undesirable owing to the volatility they could potentially introduce into financial markets. Furthermore, some analysts argue that a gradualist monetary policy is best in the face of uncertainty.\textsuperscript{13}

Similarly, alternative policy rules can incorporate other arguments, such as the current account of the balance of payments, or possess nonlinearities, the result of the existence of a target range rather than a target point. These considerations can lead to monetary policy being more aggressive in one direction or another. The monetary policy rule proposed here is of the following form:\textsuperscript{14}

\begin{align}
MPR &= INF^E + \phi_{R_0} + \phi_{R_t} \left(INF^E - 3\% \right) + \phi_{R_c} GAP + \phi_{R_t} MPR .
\end{align}

This policy rule is appropriate for the current nominal scheme. Nonetheless, most of the estimations carried out in this and other sections of the paper include the period during which the $MPR$ was set in indexed terms. To be able to use these models to forecast within the current stance, we use the Fischer equation, which indicates that the real ex ante rate ($RMPR$) is equal to the nominal rate minus expected inflation.

\textsuperscript{12} Svensson (1997) and Agénor (2002) emphasize this point. For Chile, the same argument can be found in García, Herrera, and Valdés (2002).

\textsuperscript{13} Woodford (1999).

\textsuperscript{14} Morandé (2002) argues that for part of the 1990s, the current account deficit was associated with monetary policy issues. Medina and Valdés (2002b) reveal the implications of this type of policy rule in terms of how interest rates respond to inflation and the capacity gap. Medina and Valdés (2002a) study the implications of nonlinearities in inflation targeting, including the target range, with regard to the aggressiveness of monetary policy.
annual inflation:

\[ RMPR = MPR - INF^E. \]  \tag{6} 

**Market Interest Rates**

Monetary policy is transmitted to other interest rates because of the natural arbitrage inherent in Chile's financial markets. Short-term deposit rates affect the demand for real balances, as do long-term indexed rates, which play a decisive role in economic agents' spending decisions.

Demand for monetary balances depends on their alternative cost, which is associated with the short-term nominal deposit rate. This reacts to movements over time in the \( MPR \) and a margin associated with the cost of funds to the banking system:

\[ RND = \phi_{CAP} + 0.18 RND_{+1} + 0.82 MPR_{-1.83 D981} - 1.37 D983, \]  \tag{7} 

where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R \) squared is 0.93, and the average quadratic error is 8.7 percent. The LM serial correlation test (four lags) resulted in \( F = 0.354 \) (with a \( p \) value of 0.838); the Jarque-Bera normality test resulted in \( \chi^2 = 3.125 \) (with a \( p \) value of 0.797); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 2.609 \) (with a \( p \) value of 0.047). The estimation period is 1994:3 to 2001:2.

With regard to real long-term rates, the yield curve reflects arbitrage conditions between short- and long-term rates, represented by a version of the expectation hypothesis. This indicates that the difference between long-term Central Bank indexed bond (\( PRC8 \)) rates and the short-term rate (\( RMPR \)) reflect expectations of capital losses or gains associated with holding these bonds. This can be translated in the long-term bond rate as a weighted average of the expected value of this rate and the short-term rate, where the weighting factor depends on the long-term bond's duration.\(^{15}\) As in the uncovered parity equation, we assume that expectations about the long-term rate depend on lags and leads of the same variable. The estimation therefore relies on instrumental variables.

The instruments used are the difference between the CPI and the

\(^{15}\) Campbell, Lo, and McKinlay (1997) provide a detailed analysis of the expectation hypothesis, while Blanchard (1984) and Blanchard and Fischer (1989) apply this theory in a simple macroeconomic model.
target, the real exchange rate and its difference, the exchange rate’s position within the exchange rate band, the misalignment of the real exchange rate compared to trend value, long-term and deposit rate lags, the monetary policy rate and its lag, and the output lag gap:

\[ PRC8 = \phi_{PRC8} + 0.43 PRC8_{-1} + 0.53 PRC8_{+1} + 0.04 (RMPR), \]  \( (8) \)

where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R^2 \) squared is 0.89, and the average quadratic error is 0.25 percent. The LM serial correlation test (four lags) resulted in \( F = 0.944 \) (with a \( p \) value of 0.448); the Jarque-Bera normality test resulted in \( \chi^2 = 2.885 \) (with a \( p \) value of 0.236); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 26.061 \) (with a \( p \) value of 0.000). The estimation period is 1990:1 to 2001:2.

We cannot reject the hypothesis that the sum of the coefficients accompanying the lags and leads in the \( PRC8 \), plus the \( RMPR \), add up to one. Moreover, a constant is incorporated to reflect the existence of a premium for long-term maturity.

### 2.3 Aggregate Demand

The effect of the monetary policy rate is transmitted to aggregate demand via the functioning of financial markets. MEP1 uses a direct approximation of this problem, in which it models GDP excluding sectors associated with natural resources, such as fishing, mining, electricity, gas, and water (\( YRA \)). This provides the general impact of interest rates and the exchange rate on activity, but it is unable to identify precisely in which expenditure component these effects are produced. In MEP2, financial conditions affect different components of expenditure separately, which allows us to identify monetary policy transmission channels more accurately.

Aggregate demand (\( AD \)) is the sum of five components:

\[ AD = PC + I + CG + X - M, \]  \( (9) \)

where \( PC \) denotes total private consumption, \( I \) denotes total investment, \( GC \) denotes government expenditure on final consumption goods, \( X \) total exports of nonfinancial goods and services and \( M \) total imports of nonfinancial goods and services, all expressed in constant 1986 pesos. In what follows we provide details on the estimation of each of these components.
Private consumption

Total private consumption (PC) can be broken down as follows:

\[ PC = PC_D + PC_H, \]  

(10)

where \( PC_D \) denotes private purchases of durable goods\(^{16} \) and \( PC_H \) denotes private consumption of nondurable or habitual goods. For the long term, it is assumed that the ratio of nondurable goods to disposable private income (DPY) is constant. Disposable private income is calculated as disposable domestic income minus public sector income. Disposable domestic income is obtained from GDP, corrected for net external income and the changes in the terms of trade. The short-term dynamic includes unemployment (U) as an indicator of household perception of uncertainty and expectations. The equation for the short-term dynamic, including error correction, is as follows:

\[
\Delta \log PC_H = \phi_{PC_H} - 0.11 \left( \log PC_{H,-1} - \log DPY_{-1} - \phi_{PC_H} \right)
\]

\[ -1.04 \left( \frac{1}{2} \sum_{i=0}^{1} U_{-i} \right) - 1.59 \left( \frac{1}{3} \sum_{i=0}^{2} PRC8_{-i} \right) 
+ 0.26 \left( \frac{1}{2} \sum_{i=1}^{2} (PRC8_{-i} - MPR_{-i}) \right) - 0.53 \Delta \log PC_{H,-1} 
\]

\[ -0.49 \Delta \log PC_{H,-2} - 0.28 \Delta \log PC_{H,-3} 
+ 0.09 \Delta \log DPY + 0.04 D894 + 0.05 D984, \]

(11)

where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R \) squared is 0.63, and the average quadratic error is 1.1 percent. The LM serial correlation test (four lags) resulted in \( F = 0.196 \) (with a \( p \) value of 0.660); the Jarque-Bera normality test resulted in \( \chi^2 = 0.985 \) (with a \( p \) value of 0.611); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 19.919 \) (with a \( p \) value of 0.867). The estimation period is 1987:2 to 2000:4.

\(^{16}\) The purchase and stock of durable goods are constructed using the methodology proposed by Gallego and Soto (2000).
The error correction term indicates a half-life of deviations from the long-term value totaling a little over three quarters. Changes in growth rates for disposable private income affect consumption of nondurable goods in the short term. This is consistent with assuming that at least part of the population makes consumption decisions based on current rather than permanent income.\textsuperscript{17} Thus, a 1 percent increase in disposable private income translates into a 0.09 percent increase in private expenditure on nondurable consumption goods. Also, a 1 percent increase in unemployment (or, to be more precise, in the moving two-quarter average introduced here) is associated with a 1 percent reduction in consumption of nondurable goods. Changes in long- and short-term interest rates also affect consumption in the short term. An average one-point increase during the current quarter and the last two quarters of the eight-year adjustable bond (PCR\textsubscript{8}) reduces nondurable consumption by 1.6 percent, while a similar increase in the average short-term rate (MPR) over the previous two quarters produces a 0.3 percent decline in nondurable consumption.

For the purchase of durable goods, we assume that in the long term the ratio of the consumption of durable goods over the consumption of nondurable goods depends on the cost of use of durable goods (CK\textsubscript{D}). The cost of use is calculated as the relative price, corrected for depreciation and the relevant interest rate.\textsuperscript{18} Moreover, we assume that the consumption of durable goods (which is different from the purchase of these goods) is a percentage of the stock of these goods (K\textsubscript{D}) and therefore can be approximated using this last variable. The equation for the demand of durable goods in the short term is denoted by:

\[
\Delta \log PC_D = \phi \cdot CD - 0.14 \left( \log K_D + \log PC_H + \log CKD \right) \\
-4.69 \cdot PCR8 - 0.75 \Delta \log PC_H + 2.69 \left( PCR8 - MPR \right) \\
-1.40 \Delta \left( \log CPI_{DK} - \log CPI_{HK} \right) \\
-0.26 \Delta \log PC_D + 0.16 D912 - 0.10 D913,
\]

\textsuperscript{17} This type of assumption is explained in detail and tested by Campbell and Mankiw (1989). For the case of the United States, the authors find that consumers who consume based on their current income account for about 50 percent of national income.

\textsuperscript{18} Both the cost of use of durable goods and the long-term relationship are first-order conditions for a model that deals with nondurable and durable goods. For more detail, see Obstfeld and Rogoff (1996).
where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R^2$ squared is 0.73, and the average quadratic error is 5.1 percent. The LM serial correlation test resulted in $F = 0.402$ (with a $p$ value of 0.671); the Jarque-Bera normality test resulted in $\chi^2 = 2.371$ (with a $p$ value of 0.306); and the White heteroskedasticity test resulted in $N \cdot R^2 = 19.020$ (with a $p$ value of 0.836). The estimation period is 1987:2 to 2001:1.

The equation shows that long-term deviations have a half-life of just under three quarters. The long-term interest rate negatively affects the purchase of durable goods in the short term. At the same time, some substitution occurs between durable and nondurable goods in the short term. When spending on nondurable goods rises by one percentage point, the growth rate for the purchase of durable goods falls by 0.8 points. A 1 percent increase in this rate (when the slope of the yield curve remains constant) reduces durable goods purchases by 4.7 percent one quarter later. Meanwhile, and also with a one-quarter lag, a 1 percent reduction in the spread between the long-term rate ($PRC\ 8$) and the short-term rate ($MPR$) reduces durable goods purchases by 2.7 percent. Finally, a 1 percent increase in the comparative price resulting from the ratio of the durable goods CPI ($CPI_{DK}$) over the nondurable goods CPI ($CPI_{HK}$) reduces durable goods purchases by 1.4 percent in the short term.

**Investment**

Total investment consists of the formation of fixed capital and inventory changes. Investment in fixed capital breaks down into gross formation in machinery ($GFK_{MACH}$) and gross formation in construction ($GFK_{CONSTR}$), which are estimated separately. In both cases we assume that the ratio of the stock of each type of capital ($K_{MACH}$ and $K_{CONSTR}$, respectively) to GDP in the long term depends inversely on the cost of use of capital ($CK_{MACH}$ and $CK_{CONSTR}$, respectively). This means that the ratio of gross formation of each kind of capital to the respective stock is constant in the long run. This ratio must be equal to the long-term growth rate of the economy plus the replacement of depreciated capital.\(^{19}\) Both long-term relations have been included in short-term estimations. In the case

\(^{19}\) For more detail on deriving long-term relationships, see Bustos, Engel, and Galetovic (2000) and Bravo and Restrepo (2002).
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of machinery investment, the estimated equation is as follows:

\[
\Delta \log GFK_{MACH} = \phi_{FBM_0} - 0.71 \begin{pmatrix} \log K_{MACH,-2} - \log Y_{-1} \\ \log CK_{MACH,-1} - \phi_{GFK_{MACH_1}} \end{pmatrix} \\
- 0.33 \begin{pmatrix} \log GFK_{MACH,-1} - \log K_{MACH,-2} - \phi_{GFK_{MACH_2}} \end{pmatrix} \\
- 0.27 \Delta \log GFK_{MACH,-1} + 1.19 \Delta \log Y_{-3} - 0.53 \Delta \log CK_{MACH} \\
- 2.29 \frac{1}{2} \sum_{i=1}^{2} PRC8_{-i} + 1.19 \frac{1}{2} \sum_{i=1}^{2} (PRC8_{-i} - MPR_{-i}) \\
- 0.18 D944 - 0.15 D961, \\
\]

(13)

where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R \) squared is 0.58, and the average quadratic error is 5.1 percent. The LM serial correlation test resulted in \( F = 0.805 \) (with a \( p \) value of 0.375); the Jarque-Bera normality test resulted in \( \chi^2 = 1.814 \) (with a \( p \) value of 0.404); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 24.636 \) (with a \( p \) value of 0.648). The estimation period is 1987:3 to 2000:4.

The long-term price elasticity has been calibrated at 1.0, as dictated by the theory. Results show that deviations in the long-term relationship between capital stock, GDP, and the cost of use have a half-life of almost half a quarter. Meanwhile, deviations in the ratio of gross formation of stock over long-term levels, represented by \( \phi_{GFK_{MACH_2}} \), have a half-life of just over one and a half quarters. Furthermore, with a three quarter lag, a change in GDP growth of 1 percentage point increases gross formation in machinery by 1.2 percent in the short term, revealing the procyclical behavior of these investments in the short term. Investment in machinery has also proved to be relatively sensitive to movements in long- and short-term interest rates. Given the slope of the yield curve, a 1 percent increase in the long-term interest rate, as a moving average over the previous two quarters, reduces growth of investment in machinery by 2.3 percent. Meanwhile, an average 1 percent increase over the previous two quarters in the slope of the yield curve reduces growth of gross formation in machinery by 1.2 percent. Finally, the cost of use of this
kind of capital has both short- and long-term effects. Thus, an increase of one percentage point in the growth of the cost per use of machinery reduces this kind of capital by 0.5 percent.

The equation for the short-term dynamic of gross formation in construction is expressed as

\[
\Delta \log GFK_{CONSTR} = \phi_{FBC0} - 0.13 (-2.11) \left( \log K_{CONSTR,-3} - \log Y_{-2} \right) - 0.14 (-3.56) \left( \log GFK_{CONSTR,-2} - \log K_{CONSTR,-3} - \phi_{FBC1} \right)
\]

\[
+ 0.60 \Delta \log Y_{-1} - 0.33 \Delta \log GFK_{CONSTR,-1} + 0.21 \Delta \log GFK_{CONSTR,-3} - 2.38 (-5.13) \frac{1}{2} \sum_{t=3}^{4} PRC8_{-t} + 0.04 \Delta LIG_{-1} - 0.10 D881 + 0.06 D924,
\]

where the numbers in parentheses are Newey-West corrected t statistics, the adjusted R squared is 0.69, and the average quadratic error is 2.1 percent. The LM serial correlation test resulted in \( F = 0.338 \) (with a p value of 0.564); the Jarque-Bera normality test resulted in \( \chi^2 = 1.518 \) (with a p value of 0.468); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 10.141 \) (with a p value of 0.996). The estimation period is 1987:3 to 2000:4.

In this case, corrections to deviations from the long-term steady state are significant with a two-quarter delay, because investment accounting in construction is closely tied to building permits. Deviations from the long-term steady state influence building permits and affect investment with some lag. Error correction for the relationship between capital stock, GDP, and the cost of use, as well as the ratio of gross formation in construction to construction stock over the long term, has a half-life of a little over two quarters. Gross formation in machinery also behaves procyclically. In the short term, an increase in GDP growth of one percentage point raises gross capital formation in construction by 0.6 percent, with a one-quarter lag. Interest rates also affect this type of capital, although with somewhat more of a delay than in the case of machinery. An increase in the eight-year adjustable bond (average for the third and fourth lag) of one percentage point leads to a fall in investment in machinery of 2.4 percent.
Meanwhile, we found no robust relationship between the slope of the yield curve and investment in construction. We also observed that an increase in the growth rate of public investment (GI) of 1 percentage point increased growth in total investment in construction by 0.04 percent. Although the relationship is weak, part of investment in construction denotes investment carried out by the public sector.

Finally, the short-term behavior of inventory changes or investment in inventory (IINV) should also be estimated. To do so, we assume that the inventory-to-GDP ratio remains constant in the long term. Given the long-term growth rate for GDP, this suggests that the ratio of investment in inventories to GDP is also constant in the long term. The short-term dynamic is therefore expressed by the following equation:

$$\Delta \frac{IINV}{Y} = \phi_{INV_0} - 0.48 \left( \frac{IINV_{-1}}{Y_{-1}} - \phi_{INV_1} \right) - 0.27 \Delta \frac{IINV_{-1}}{Y_{-1}} + 0.22 \Delta \log M + 0.10 \Delta \log M_{-1} - 0.06 D894 + 0.05 D901,$$

where the numbers in parentheses are Newey-West corrected t statistics, the adjusted $R^2$ squared is 0.70, and the average quadratic error is 1.6 percent. The LM serial correlation test resulted in $F = 0.818$ (with a p value of 0.447); the Jarque-Bera normality test resulted in $\chi^2 = 0.677$ (with a p value of 0.713); and the White heteroskedasticity test resulted in $N \cdot R^2 = 21.064$ (with a p value of 0.176). The estimation period is 1987:1 to 2000:4.

The half-life of deviations in the long-term relationship is almost one quarter. For the short term, a relationship was found between changes in imports of goods and nonfinancial services (M) and investment in inventory. Thus, an increase in the growth rate of imports of one percentage point increased the ratio of the change of investment in inventories to GDP by 0.2 points with a one-quarter lag and 0.1 points with a two-quarter lag. This reflects that fact, as mentioned above, that an important portion of inventories comes from abroad.

**Public Sector**

Total public sector tax revenues including income from pension deductions (TT) have risen somewhat more quickly than gross domestic product. Econometric estimations show that a reasonable assumption for the short run is
\[ \Delta \log TT = 1.05 \Delta \log Y. \]  

This elasticity between domestic output and tax revenues reflects the increase in the taxable base as GDP rises and is the same as that used by the Finance Ministry to calculate structural expenditure.\(^{20}\) This elasticity is assumed to converge to 1.0 in the long run for the model to have a well-defined steady state. Estimates show that government income from copper \( (GY_{\text{CU}}) \) is about 7 percent of total copper exports, a ratio that is relatively stable over time. Thus, \[ GY_{\text{CU}} = 0.07 \left( PCU \cdot QCU \cdot NER \right). \] 

This allows us to calculate total government expenditure \( (GEXP_{\text{TOT}}) \) using a formula similar to that used by the national budget office to calculate the structural deficit, which must amount to one percent of potential GDP \( (YE) \). This formula represents variations in a logarithmic linearization, expressed as

\[
\Delta \log GEXP_{\text{TOT}} = \phi_{GEXP_{\text{tot}1}} \left( \Delta \log TT_{-1} + 1.05 \Delta \log YE_{-1} \right) - 1.05 \Delta \log Y_{-1} + \phi_{GEXP_{\text{tot}2}} \Delta \log GY_{\text{CU}} - 0.01 \phi_{GEXP_{\text{tot}3}} \Delta \log YE,
\]

where

\[ \phi_{GEXP_{\text{tot}1}} = \frac{TT_{-1} \left( YE_{-1} / Y_{-1} \right)^{1.05}}{GEXP_{\text{TOT},1}}, \]  

\[ \phi_{GEXP_{\text{tot}2}} = \frac{GY_{\text{CU},1}}{GEXP_{\text{TOT},1}}, \]  

and

\[
\phi_{GEXP_{\text{tot}3}} = \frac{YE_{-1}}{GEXP_{\text{TOT},1}}.
\]

Based on total government expenditure, current expenditure \( (GEXP_{\text{CUR}}) \) can be estimated as

\[ GEXP_{\text{CUR}} = 0.82 GEXP_{\text{TOT}}. \]

---

Current income ($GY_{CUR}$), meanwhile, is the sum of tax revenues and income from copper ($GY_{CU}$) and other sales ($GY_{OTHER}$). The latter account for about 23 percent of current income:

$$GY_{CUR} = GY_{CU} + TT + GY_{OTHER} = \frac{GY_{CU} + TT}{0.77}.$$  \hfill (23)

The difference between current income and current expenditures corresponds to government saving. By adding this to government consumption expenditure, we obtain the part of disposable national income corresponding to government revenue:

$$GY = GC + GY_{CUR} - GEXP_{CUR}.$$  \hfill (24)

This income, $GY$, allows us to calculate disposable private income. The government’s expenditure on consumption, calculated by the National Accounts department, is forecast according to the following assumption:\hfill 21

$$\Delta \log GC = \phi_{GC},$$  \hfill (25)

in which the constant is calibrated according to the information available on changes in the main government expenditures. The calculation considers personnel and goods and services expenditures, which account for a little over half the government’s expenditure on consumption. In recent years this variable has risen by around 35 percent per year.

Government investment, which is part of gross capital formation, is obtained as a residue starting from the following identity:

$$GEXP_{TOT} = GC + GI + GEXP_{OTHER},$$  \hfill (26)

that is, total government expenditure can be broken down into consumption expenditure, investment expenditure, and other expenditure, where it is assumed that $GEXP_{OTHER}$ grows at the same rate as total government expenditure. With this assumption, we use the calculation for total government expenditure presented above and the forecast for government consumption to obtain a forecast for government investment.

**External sector**

The external sector can be divided into exports and imports of goods, nonfinancial services, and financial services. Variables for
exports and imports are estimated using volumes based on 1986 dollars. The volume for total exports \(QX_{\text{GROSS}}\) can be calculated as the following sum of components:

\[
QX_{\text{GROSS}} = QX_{\text{PRINC}} + QX_{\text{OTHER}},
\]

(27)

where \(QX_{\text{PRINC}}\) denotes exports of principal goods (copper and noncopper) and \(QX_{\text{OTHER}}\) denotes exports of other goods. The exports of principal goods are not forecast using econometric techniques, because the information regarding investment and production plans in these sectors is trustworthy enough to make econometric forecasts unnecessary. An econometric approximation is used, however, for the exports of other goods.

Total exports of goods in constant 1986 pesos \(XG_{\text{TOT}}\) are calculated using forecast quantum figures, by applying the following:

\[
XG_{\text{TOT}} = QX_{\text{GROSS}} \cdot NER86 = (QX_{\text{PRINC}} + QX_{\text{OTHER}})NER86,
\]

where \(NER86\), is the average observed exchange rate in 1986.

We assume that the quantity of other, nonprincipal, exports is determined in the long run by both Chile’s GDP and the GDP of the main trading partners \(YEX\), which is consistent with the applied theory of gravity for international trade. Long-term quantities also depend on the real exchange rate. The short-term dynamic is expressed by the following equation:

\[
\Delta \log QX_{\text{OTHER}} = \phi QX_{\text{OTHER}} + 0.86 \left( \log QX_{\text{OTHER}_{i-1}} - 1.30 \log Y_{1} \right) - 1.49 \log YEX_{1} - 0.38 \log RER_{1}
\]

\[
\quad + 0.53 \Delta \log RER_{-1} + 0.59 \Delta \log RER_{-2}
\]

\[
\quad + 1.57 \Delta \log Y - 1.33 \Delta \log Y_{-1},
\]

(29)

where the numbers in parentheses are Newey-West corrected \(t\) statistics, the adjusted \(R^{2}\) squared is 0.71, and the average quadratic error is 2.9 percent. The LM serial correlation test resulted in \(F = 1.305\) (with a \(p\) value of 0.287); the Jarque-Bera normality test resulted in \(\chi^{2} = 0.784\) (with a \(p\) value of 0.676); and the White
heteroskedasticity test resulted in $N \cdot R^2 = 12.987$ (with a $p$ value of 0.674). The estimation period is 1991:2 to 2000:4.

In the long term, a 1 percent rise in the GDP of Chile’s main trading partners increases the exports analyzed here by 1.5 percent. The long-term elasticity associated with Chile’s GDP is 1.3 and the price elasticity associated with the real exchange rate is 0.4. The correction of deviations from the long-term relationship has a half-life of about one-fifth of a quarter. In the short term, a 1 percent rise in Chile’s GDP increases minor exports by 1.6 percent, an effect that is partially reverted a quarter later. Meanwhile, an increase of one point in the real exchange rate increases short-term expansion of minor exports by 0.5 percent with a one-quarter lag and 0.6 percent with a two-quarter lag.

The quantity of total goods imports ($QM_{GROSS}$) can be broken down as the sum of the following components:

$$QM_{GROSS} = QM_C + QM_K + QM_{INTERM} = QM_C + QM_K + QM_{FL} + QM_{NFL}, \ (30)$$

where $QM_C$ denotes imports of consumption goods, $QM_K$ denotes imports of capital goods, and $QM_{INTERM}$ denotes imports of intermediate goods. The latter can be broken down into fuel ($QM_{FL}$) and nonfuel ($QM_{NFL}$). As with exports of goods, imports of goods are expressed in constant 1986 pesos using the following:

$$MG_{TOT} = QM_{GROSS} \cdot NER86$$

$$= \left( QM_C + QM_K + QM_{FL} + QM_{NFL} \right) NER86 \ \ (31)$$

For reasons similar to those provided for the exports of principal goods, fuel imports are also estimated using specialized information. In the long term, imports of consumption goods are assumed to be a constant share of the total purchase of durable goods. The equation describing short-term behavior is:

$$\Delta \log QM_C = \phi_{QM_C} - 0.07 \left( \log QM_{C_1} - \log PC_{D_1} - \phi_{QM_{C1}} \right)$$

$$+ 0.51 \Delta \log PC_D + 0.11 \Delta \log PC_{D_1} - 0.35 \ D901, \ \ (32)$$

where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R$ squared is 0.65, and the average quadratic error is 5.4 percent. The LM serial correlation test resulted in $F = 0.520$ (with a $p$ value of 0.597); the Jarque-Bera normality test resulted in $\chi^2 = 2.695$ (with a $p$ value of 0.260); and the White heteroskedasticity test resulted in $N \cdot R^2 = 5.966$ (with a $p$ value of
The long-term adjustment is rather slow, with a half-life of error totaling almost four quarters. Changes in durable goods purchases affect consumption imports in the short term: a 1 percent increase in purchases of durable goods is associated with a 0.5 percent rise in consumption goods with a one-quarter lag and 0.1 percent rise with a two-quarter lag.

To estimate the behavior of capital goods imports we assume that in the long term, they tend to a constant percentage of total investment in machinery. The equation describing short-term changes in these imports is expressed as:

$$\Delta \log QM_K = \phi_{QM_{K0}} - 0.07 \left( \log QM_{K1} - \log GFK_{MACH,1} - \phi_{QM_{K1}} \right)$$
$$+ 1.02 \Delta \log GFK_{MACH} + 0.12 \Delta \log QM_{K1} - 0.13 D984,$$  \hspace{1cm} (33)

where the numbers in parentheses are Newey-West corrected t statistics, the adjusted R squared is 0.88, and the average quadratic error is 3.1 percent. The LM serial correlation test resulted in $F = 0.316$ (with a $p$ value of 0.730); the Jarque-Bera normality test resulted in $c^2 = 1.131$ (with a $p$ value of 0.568); and the White heteroskedasticity test resulted in $N \cdot R^2 = 17.046$ (with a $p$ value of 0.048). The estimation period is 1986:3 to 2001:1.

As in the case of consumption goods imports, this equation shows a relatively slow long-term adjustment, with a half-life of deviations of somewhat less than one year. Changes in capital imports seem to follow changes in investment in machinery rather closely, with a coefficient of 1.0 for this last variable. Long-term deviations thus tend to be infrequent, but persistent.

Finally, intermediate, imports of nonfuel goods are estimated assuming that these maintain a constant ratio to GDP in the long term, depending on the real exchange rate. The equation for demand for these imports is expressed as

$$\Delta \log QM_{NFL} = \phi_{QM_{NFL0}}$$
$$- 0.50 \left( \log QM_{NFL1} - \log Y_{-1} + 1.09 \log RER_{-1} + \phi_{QM_{NFL1}} \right)$$
$$+ 1.79 \Delta Y + 1.06 \Delta \log Y_{-1} - 0.55 \Delta \log RER_{-1}$$
$$+ 0.28 \Delta \log QM_{NFL1} - 0.08 D962 - 0.08 D912,$$  \hspace{1cm} (34)
where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R$ squared is 0.61, and the average quadratic error is 3.7 percent. The LM serial correlation test resulted in $F = 0.358$ (with a $p$ value of 0.041); the Jarque-Bera normality test resulted in $c^2 = 2.016$ (with a $p$ value of 0.365); and the White heteroskedasticity test resulted in $N \cdot R^2 = 12.521$ (with a $p$ value of 0.819). The estimation period is 1988:2 to 2001:1.

In the long term, a 1 percent increase in the real exchange rate translates into an estimated 1.1 percent increase in the imports analyzed here. Long-term deviations have a half-life of about one quarter. In the short term, these imports increase faster than GDP. A 1 percent increase in GDP leads to a short-term rise of 1.8 points in intermediate, nonfuel goods imports with a one-quarter lag and an increase of 1.0 points with a two-quarter lag. The real exchange rate also negatively affects these imports in the short term. An increase in the moving average (a contemporary variable and a lag) for the real exchange rate leads to a 0.6 percent decline in these imports.

In the long term, a 1 percent increase in the real exchange rate translates into an estimated 1.1 percent increase in the imports analyzed here. Long-term deviations have a half-life of about one quarter. In the short term, these imports increase faster than GDP. A 1 percent increase in GDP leads to a short-term rise of 1.8 points in intermediate, nonfuel goods imports with a one-quarter lag and an increase of 1.0 points with a two-quarter lag. The real exchange rate also negatively affects these imports in the short term. An increase in the moving average (a contemporary variable and a lag) for the real exchange rate leads to a 0.6 percent decline in these imports.

It is also necessary to estimate imports and exports of nonfinancial services, financial services, and net transfers. We assume that imports of nonfinancial services represent a constant percentage of goods imports in the long term. The short-term dynamic is expressed as

$$
\Delta \log MS = \phi_{MS_3} - 0.07 \left( \log MS_{-1} - \log MG_{TOT_3} - \phi_{MS_3} \right) 
$$

$$
+ 0.46 \Delta \log MG_{TOT_3} - 0.26 \Delta \log MS_{-1} 
$$

$$
- 0.20 \Delta \log MS_{-2} + 0.29 D881, 
$$

where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R$ squared is 0.50, and the average quadratic error is 5.4 percent. The LM serial correlation test resulted in $F = 0.325$ (with a $p$ value of 0.571); the Jarque-Bera normality test resulted in $c^2 = 2.082$ (with a $p$ value of 0.353); and the White heteroskedasticity test resulted in $N \cdot R^2 = 10.773$ (with a $p$ value of 0.630). The estimation period is 1986:4 to 2001:1.

As with nonfinancial services imports, we assume that nonfinancial services exports represent a constant ratio to total exports of goods in the long term. For these exports, the short-term dynamic is expressed as
$\Delta \log XS = \phi_{XS,0} - 0.40(\log XS_{-1} - \log XG_{TOT,1} - \phi_{XS,1})$

\[ + 0.39 \Delta \log XG_{TOT,2} + 0.90 \Delta \log YS_{-2} \]

\[ - 0.34 \Delta \log XS_{-1} - 0.56 \Delta \log Y_{-3} + 0.07 D984, \]

where the numbers in parentheses are Newey-West corrected $t$ statistics, the adjusted $R^2$ squared is 0.48, and the average quadratic error is 3.0 percent. The LM serial correlation test resulted in $F = 0.371$ (with a $p$ value of 0.693); the Jarque-Bera normality test resulted in $c^2 = 2.550$ (with a $p$ value of 0.279); and the White heteroskedasticity test resulted in $N \cdot R^2 = 31.848$ (with a $p$ value of 0.007). The estimation period is 1990:1 to 2000:4.

The current account

The current account of the balance of payments measured in current dollars (CAF) is obtained through the following sum:

\[ CAF = XGF - MGF + XSF - MSF + BFSF + NTF, \]

where $XSF$ denotes exports of nonfinancial services in foreign currency (current dollars), $MSF$ denotes imports of nonfinancial services in foreign currency, $BFSF$ denotes the balance of financial services in foreign currency, and $NTF$ the net transfers from abroad in foreign currency. The volume of exports and imports of goods are estimated as explained above. The volume, expressed in 1986 dollars, is transformed into current dollars using the unit value index (Índice de Valor Unitario) for the corresponding exports and imports ($UVIX$ and $UVIM$):

\[ XGF = QX_{PRINC} \cdot UVIX_{PRINC} + QX_{OTHER} \cdot UVIX_{OTHER} \]

\[ MGF = QM_C \cdot UVIM_C + QM_K \cdot UVIM_K + QX_{INTERM} \cdot UVIX_{INTERM} + QX_{NFL} \cdot UVIX_{NFL}. \]

Forecast figures for imports of nonfinancial services, in constant 1986 pesos, are translated into current dollars using the deflator for
services imports and the nominal exchange rate. The conversion applied is

\[
MSF = MS \left( \frac{PMS}{NER} \right),
\]

(40)

where \( PMS \) denotes the deflator for nonfinancial services imports.

Exports of nonfinancial services are converted to current dollars using a similar formula to that used for nonfinancial services imports, multiplying the constant peso value by the deflator for nonfinancial services exports and dividing it by the nominal exchange rate. The unit conversion rate is

\[
XSF = XS \left( \frac{PXS}{NER} \right).
\]

(41)

Financial services are forecast using the stock of net international assets (\( IAF \)). The net balance for these services is expressed as

\[
BFSF = RIA \cdot IAF,
\]

(40)

where \( RIA \) denotes an average interest rate on net international assets. Finally, net transfers from abroad are forecast without using econometric approximations.

### 2.4 Aggregate Supply, Prices, and Costs

The final transmission of cyclical fluctuations in the economy receives a stylized treatment in MEP1, with a simple Phillips curve for the gap between GDP and potential GDP with the acceleration or deceleration of underlying inflation. Movements in the exchange rate also affect this gap. The effect of noncore components of inflation, such as perishable goods, fuel, and regulated fee inflation, is added in.

In MEP2, the transmission of shifts in aggregate demand to prices is described more explicitly through the explicit treatment of the labor market and margins. In the short term it is assumed that activity performs similarly to expenditure, so employment stems from derived demand, which in turn depends on the relative cost of labor and capital.

---

21. This stock is updated using data on the surplus (deficit) in the current account: \( IAF = IAF_{-1} + CAF \).
accumulation. The short-term equilibrium between supply and demand in the labor market determines the unemployment rate, affecting wage pressures. The effect of unit labor costs comes from the combination of wage pressures and trends in average labor productivity, while the cyclical conditions in the economy affect the foreseeable performance of sales margins. The sum of these elements, along with pressures from imported costs, determine the level and behavior of underlying prices. The prices of regulated services and fuels receive explicit treatment, as in MEP1.

In the model, aggregate supply in the economy reflects the cost structure in the long term. The technology is Cobb-Douglas, so the distribution of costs among factors is constant in the long term. This imposes restrictions on employment’s performance, which is assumed to adjust to balance situations involving higher or lower real wages compared with average productivity. Similarly, wages are determined by institutional factors to a large degree. Indexation to past inflation has a significant impact on the short-term performance of wages, while public sector adjustments strongly affect the service component.

The retail price structure is consistent with another Cobb-Douglas distribution technique, which combines unit labor costs associated with the domestic production of consumption goods, import costs associated with imported supply components or with imported finished goods, and services.

**Productive capacity**

This section works with a Cobb-Douglas production function that relates the aggregate value of three kinds of inputs: private employment ($PN$), capital stock in construction ($K_{\text{CONSTR}}$), and capital in machinery and equipment ($K_{\text{MACH}}$). The employment considered corresponds to the total population of those employed minus employees in special employment programs, without subtracting those affected by the hiring bonus. Capital stocks include both the public and private sectors. Two additional variables come into play in the production function: total factor productivity (TFP), which corresponds to the technology level, and capital utilization ($UT$), which is assumed to be equal for the two kinds of capital.

$$Y = TFP \cdot NP^{0.53} \cdot K_{\text{CONSTR}}^{0.29} \cdot K_{\text{MACH}}^{0.18} \cdot UT^{0.47}.$$  \hspace{1cm} (43)
The parameters of the production function are calculated as an average of the income share of each input. The capital utilization rate is associated with the unemployment rate \((U)\).\(^{22}\)

\[ UT = 1 - U. \]  

\( UT \)

TFP is obtained by breaking down growth sources in line with the production function. Because PN is used, total factor productivity includes improvements in education quality and hours worked.

Potential output is constructed by imposing a normal use rate for resources (with a natural unemployment rate) and cleaning procyclical movement out of TFP.\(^{23}\) For trend TFP, a Hodrick-Prescott (HP) filter is used in which the parameter \(\lambda\) is set to 10,000 owing to the sensitivity of the method to values at the extreme limits of the sample.

\[ Y = TFP \cdot LF^{0.53} \cdot K_{\text{CONSTR}}^{0.29} \cdot K_{\text{MACH}}^{0.18} \cdot UT^{0.47}. \]  

\( Y \)

Finally, the capacity gap corresponds to the difference between the log of output and the log of potential output:

\[ GAP = \log Y - \log \bar{Y}. \]  

\( GAP \)

**Labor demand**

Imbalances in the distribution of factorial income are gradually corrected through changes in labor demand. The log-linear specification for labor demand compares the logarithm of employment minus employment programs (\(\log PN\)) with the logarithm for real, seasonally adjusted GDP (\(\log Y\)) and a long-run correction term for the participation of the labor factor (\(\alpha_N\)).\(^{24}\) In addition, the regression includes terms that explain employment and a dummy variable.

\(^{22}\) Based on Contreras and García (2002).

\(^{23}\) Although some factors introduce movement into the cycle (hours worked, level of effort, labor force), the evidence reveals that the procyclical movement remains even when it is controlled for (Contreras and García, 2002). We nonetheless control for the rate of utilization.

\(^{24}\) Employment without employment programs (\(PN = N - PEE\)) does include hiring subsidies.
\[ \Delta \log PN = \phi_{PN} - 0.14 (\ln \alpha_N - \ln 0.53^*)_{-1} + 0.24 \Delta \log Y \]
\[ - 0.12 \Delta \log Y_{-1} + 0.20 \Delta \log Y_{-2} + 0.02 D933, \]  

(47)

where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R^2 \) squared is 0.47, and the average quadratic error is 0.77 percent. The LM serial correlation test (with 4 lags) resulted in \( F = 0.564 \) (with a \( p \) value of 0.690); the Jarque-Bera normality test resulted in \( \chi^2 = 0.415 \) (with a \( p \) value of 0.812); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 14.741 \) (with a \( p \) value of 0.195). The estimation period is 1987:2 to 2001:3.

The constant for the correction vector is calibrated, so results are consistent with a constant distribution of income. To estimate this constant the wage bill is divided by nominal GDP (\( YN \)).

\[ \alpha_N = \frac{CL \cdot NW + 0.6W \cdot NSE}{YN}. \]  

(48)

When calculating the wage bill it is necessary to weight two different types of workers, those who earn wages (\( NW \)) and those who are self-employed (\( NSE \)). The first contribute to social security, so their share of GDP is measured using labor costs (\( CL \)). The second, in contrast, do not have this benefit, and we thus consider their wage to be 60 percent of average nominal wages in the economy.

**Private wages**

The wage equation explains the behavior of nominal wages (\( \log W \)). The wages used in this equation are average nominal wages in the economy, so they include both public and private wages. Nominal wage performance is explained by changes in the difference between unemployment (\( U \)) and its natural level (assumed to be 8 percent), the logarithm of the public wage adjustment index (\( \log GWAI \)), and inflation during the previous semester (\( \log CPI \)), owing to indexing clauses.

Theory indicates that in the long term, real private wages must grow proportionately to average labor productivity (\( LQ \)), ensuring that the factorial distribution of income remains constant; this is in fact observed empirically during the period under analysis (see the stylized facts in section 1). Public wages are therefore adjusted according to the wage...
adjustment index for government employees. To reach a balance, the increase in real wages must be composed of an increase in productivity and real growth in the government adjustment figure. Calibrating the regression constant, which corresponds to long-term productivity growth and private wages’ share of wage growth, imposed this condition.

Because real wages cannot depend on inflation in the long term, the inflation term and wage adjustment coefficients must add up to one. The coefficient tests for both variables do not allow the rejection of the null hypothesis—that is, that these add up to one, so real wages do not depend on inflation in the long term.

The results of the equation, estimated using OLS, are as follows:

\[
\Delta \log W = \left(1 - 0.17\right) \Delta Q - 0.08\left(U - 0.08\right) + 0.91 \frac{\Delta \log CPI_{-1} + \Delta \log CPI_{-2}}{2} + 0.17 \Delta \log GWAI + 0.01D881 - 0.02D912,
\]

where the numbers in parentheses are Newey-West corrected \(t\) statistics, the adjusted \(R^2\) squared is 0.83, and the average quadratic error is 0.60 percent. The LM serial correlation test (with 4 lags) resulted in \(F = 0.682\) (with a \(p\) value of 0.607); the Jarque-Bera normality test resulted in \(\chi^2 = 3.617\) (with a \(p\) value of 0.164); and the White heteroskedasticity test resulted in \(N \cdot R^2 = 38.619\) (with a \(p\) value of 0.003). The estimation period is 1986:3 to 2001:3.

Finally, to describe the sectoral behavior of wages, we use the following calibration for private and public wages, respectively:

\[
\Delta \log PW = \frac{\Delta \log W - 0.17 \Delta \log GWAI}{0.83}
\]

and

\[
\Delta \log GW = \Delta \log GWAI .
\]

**Underlying inflation**

The long-term price equation describes the behavior of inflation within a price index that excludes regulated services, perishables,
meat, and fish ($INFCPI_{X1}$). A cointegration equation ensures that the steady-state price level is equal to a margin over production costs. These correspond to the private unit labor cost ($CLU$), the cost of public services through a proxy that is public wages ($\log GW$), and the imported component of costs ($\log CIMP$). Margins evolve over time according to the behavior of costs and the inflation dynamic.

The (log of the) unit labor cost corresponds to the private wage ($PW$) divided by average labor productivity ($Y/N$) plus VAT.

$$\log CLU = \log \left( \frac{PW}{Y/N} \right) + \log VAT . \quad (52)$$

To construct the imported component of costs we add together the logarithm of the external price index ($\log EXPI$), the log of the nominal exchange rate ($\log NER$), the logarithm of one plus the VAT ($\log VAT$), and the logarithm of one plus the tariff ($\log TAR$).

$$\log CIMP = \log EXPI + \log NER + \log VAT + \log TAR . \quad (53)$$

The change in inflation depends on lags of the output gap ($GAP$) and terms describing the dynamics. We also considered the role of expectations, including those regarding inflation for the following period, $E (INFCPI_{X1})$. This was estimated using a limited-information method. The instruments used to estimate expected inflation were lags in the variable itself, the output gap, inflation targeting, unemployment, productivity, public and private wages, the exchange rate, and oil price growth. A term for lagged inflation was also included.

$$\Delta INFCPI_{X1} = 0.52 + 0.58 E (\Delta INFCPI_{X1})_{-1} + 0.09 GAP$$

$$- 0.18 \log CPI_{X1} + 0.13 \log CLU_{-1}$$

$$+ 0.04 \log GW_{-1} + 0.02 \log CIMP_{-1}$$

$$- 0.33 INFCPI_{X1-1} + 0.13 \log CLU$$

$$+ 0.04 \log CIMP + 0.01 D2 - 0.002 D3,$$
where the numbers in parentheses are Newey-West corrected \( t \) statistics, the adjusted \( R^2 \) squared is 0.78, and the average quadratic error is 0.45 percent. The LM serial correlation test (with 4 lags) resulted in \( F = 1.311 \) (with a \( p \) value of 0.281); the Jarque-Bera normality test resulted in \( \chi^2 = 0.104 \) (with a \( p \) value of 0.950); and the White heteroskedasticity test resulted in \( N \cdot R^2 = 45.973 \) (with a \( p \) value of 0.102). The estimation period is 1987:1 to 2001:3.

2.5 Deflators and Relative Prices

This section introduces deflators for the user cost of capital and durable goods and for aggregate demand and GDP. In the latter case, the deflators draw on the *Indices de Valor Unitario de las Importaciones y Exportaciones* (import unit value index, \( UVIM \); export value index, \( UVIX \)) that are calculated and published by the Balance of Payments Department of the Central Bank of Chile. The import index is calculated for each component: imports of consumption goods (\( UVIM_C \)), capital goods (\( UVIM_K \)), and intermediate fuel (\( UVIM_{FL} \)) and nonfuel (\( UVIM_{NFL} \)) goods. For exports, the calculation is performed for the exports of principal goods (\( UVIX_{PRINC} \)) and other exports (\( UVIX_{OTHER} \)).

The price indices mentioned above are Paasche indices, while volume indices are Laspeyres indices. Price indices are such that when multiplied by the quantity index, the result is the export value (or an index of the same).\(^{25}\) Unit value indices are consistent with price assumptions for the main export and import goods and inflation assumptions for the most important foreign economies and their exchange rates. This forecast is exogenous to the other model forecasts.

The financial servicing of foreign accounts consists mainly of net interest payments on short-, medium-, and long-term public and private debt, interest received on foreign exchange reserves, and profits on investment from abroad and located abroad. Overall, we can calculate an implicit interest rate for net international assets (\( RIA \)). To make assumptions about the future accrual of profits and interest payments, the Central Bank’s Balance of Payments Department develops a forecast using this implicit interest rate.

\(^{25}\) For more detail, see Meza and Pizarro (1982).
The user cost of capital and durable goods

The user cost of capital is calculated separately for machinery ($CK_{MACH}$) and construction ($CK_{CONSTR}$). For machinery the user cost of capital is

$$CK_{MACH} = TAF_{MACH} (MORT + DEP_{MACH}) \frac{PGFK_{MACH}}{P}, \quad (55)$$

where $TAF_{MACH}$ is a tax adjustment factor, $MORT$ is the interest rate on mortgages, $DEP_{MACH}$ is the depreciation rate for capital in machinery, $PGFK_{MACH}$ is the deflator of capital in machinery, and $P$ is the deflator of gross domestic product. The tax adjustment factor is expressed as

$$TAF_{MACH} = (1 - 0.6TUT + DEP_{MACH}) \frac{1 + TAR}{(1 - VAT)(1 - TUT)}, \quad (56)$$

where $TUT$ is the tax rate on company profits, $TAR$ is the customs tariff, and $VAT$ is the value added tax. Likewise, for the case of construction, the user cost of capital is expressed as

$$CK_{CONSTR} = TAF_{CONSTR} (MORT + DEP_{CONSTR}) \frac{PGFK_{CONSTR}}{P}, \quad (57)$$

where the tax adjustment factor is expressed as

$$TAF_{CONSTR} = (1 - 0.6IT + DEP_{CONSTR}) \frac{1 + TAR}{(1 - VAT)(1 - IT)}. \quad (58)$$

For the user cost of durable goods ($CK_D$), the following equation is used:

$$CK_D = \left( \frac{CPI_D}{CPI_H} \right) \left( \frac{PRC8 - DEP_D}{1 + PRC8} \right). \quad (59)$$

This calculation indicates that the cost is a rising function of the

---

26. The capital cost calculation is based on work by Bustos, Engel, and Galetovic (2000).
27. For details on how to obtain and motivate this cost, see Obstfeld and Rogoff (1996).
interest rate \((PRC)\), the price of durable goods over nondurable consumption goods \(\frac{CPI_D}{CPI_H}\), and an inverse function of the depreciation rate for these goods. The durable and nondurable goods CPI is calculated by selecting the corresponding products from the CPI basket of the National Statistical Institute (INE).^28

**Deflators for aggregate demand and GDP**

In the case of expenditure on consumption goods, it is assumed that the relevant deflator \((PPC)\) moves according to changes in the CPI:

\[
\Delta \log PPC = \Delta \log CPI . \tag{60}
\]

With regard to investment, we distinguish between the deflator for gross formation in machinery \((PGFK_{MACH})\), the deflator for gross formation in construction \((PGFK_{CONSTR})\), and the deflator for investment in inventory \((PIINV)\). The first moves according to the price of capital goods imports, because about half of this kind of investment is in goods from abroad. Moreover, we assume that because of the law of one price, the even price of these goods of domestic origin should not deviate much from the price of imported goods. The equation is therefore expressed as

\[
\Delta \log PGFK_{MACH} = \Delta \log UVIM_K + \Delta \log NER . \tag{61}
\]

For construction, costs are primarily of domestic origin. Changes in the deflator thus correspond to a weighted average of changes in labor costs and the \(CPI_{X1}\):

\[
\Delta \log PGFK_{CONSTR} = \phi_{PGFK_{CONSTR}} \Delta \log CL + \left(1 - \phi_{PGFK_{CONSTR}} \right) \Delta \log CPI_{X1} . \tag{62}
\]

The deflator of inventory investment is associated with import prices. As mentioned above, an important part of these inventories is imported. Changes in this deflator are therefore expressed as

\[
\Delta \log PIINV = \Delta \log UVIM + \Delta \log NER . \tag{63}
\]

For the deflator of government expenditure on consumption, we assume that

---

^28. For more detail, see Gallego and Soto (2000).
\(\Delta \log PGC = \phi_{PGC} \Delta \log GW + (1 - \phi_{PGC}) \Delta \log CPI_{X1}. \quad (64)\)

The deflator of imports of goods (\(PMG\)) is expressed as the conversion of the unit value index, expressed in constant 1986 dollars:

\[\log PMG = \log UVIM + \log NER - \log NER86 + \phi_{PMG}, \quad (65)\]

where \(NER86\) denotes the average nominal exchange rate in 1986 and a constant is included to adjust the base year. The deflator for imports of services, which is necessary to convert constant pesos to current dollars, is assumed to depend on the nominal exchange rate and external prices, and it includes a constant to adjust the base year:

\[\log PMS = \log \text{EXPI}_{MS} + \log NER - \log NER86 + \phi_{PMS}. \quad (66)\]

The deflator of exports has a similar treatment. Thus, the deflator of the export of goods (\(PXG\)) is expressed as

\[\log PXG = \log UVIX + \log NER - \log NER86 + \phi_{PXG}. \quad (67)\]

Likewise, the deflator of the exports of nonfinancial services is expressed as

\[\log PXS = \log \text{EXPI}_{XS} + \log NER - \log NER86 + \phi_{PXS}. \quad (68)\]

The GDP deflator is the one used to compare nominal figures in current pesos to real figures in constant pesos. Therefore, the GDP deflator is simply the result of dividing nominal GDP by real GDP, expressed as follows:

\[
P = \frac{PPC \cdot PC + PI \cdot I + PGC \cdot GC + PX \cdot X + PM \cdot M}{PC + I + GC + X + M}, \quad (69)\]

where

\[PI \cdot I = PGFK_{MACH} \cdot GFK_{MACH} + PGFK_{CONSTR} \cdot GFK_{CONSTR}, \quad (70)\]

\[PX \cdot X = PXG \cdot XG + PXS \cdot XS, \quad (71)\]

\[PM \cdot M = PMG \cdot MG + PMS \cdot MS, \quad (72)\]
The Monetary Transmission Mechanism in Chile

3. IMPULSE RESPONSES (MEP2)

In this section we look at the response of a number of key macroeconomic variables to temporary and permanent shocks to the monetary policy interest rate. We contrast the results from the MEP2 with the response to the same shock under the MEP1 and a VAR model of the economy.29

3.1 Temporary Shock and Robustness of the Model

This section examines the response of key macroeconomic variables to a temporary shock (one quarter) to the monetary policy interest rate under the three different models described above. In particular, we look at the response of inflation, GDP, and the real exchange rate. We also compare the evolution of the monetary policy rate after the shock. Even though the shock is temporary, the trajectory of the monetary policy rate after the first period depends on the response of the monetary authority to the conditions in the economy. All responses are depicted in figure 11.

The six graphs in the figure show that the main variables of the different models behave in a fairly similar fashion. The monetary policy rate rises in all cases by 100 basis points and drops back to stay around the initial level after two to three quarters. The first panel shows that in response to the change in the monetary policy rate, the minimum value for the inflation rate is about 0.20 percentage points below the initial level, according to the MEP2. This value is about 0.05 percentage points larger for the MEP2 than for the MEP1 and about 0.10 percentage points larger than for the VAR. The minimum inflation (maximum deflation) occurs after seven quarters according to the MEP2, after eight quarters according to the MEP1, and after six quarters according to the VAR,. The VAR shows an initial inflationary period that is, however, not significantly different from zero (confidence bands are not shown to keep the picture clear). According to both the MEP1 and the MEP2, inflation drops initially by 0.05 percentage points and smoothly converges to the minimum point. Convergence to the long-run equilibrium is smoother according to the MEP1 and the MEP2 than to the VAR.

With respect to GDP, all three models show a contractionary effect in the very first quarters after the change in the monetary

29. The VAR model is described in Bravo and García (2002).
Figure 11. Response to a Temporary Shock to the Monetary Policy Rate\textsuperscript{a}

\textbf{A. Inflation}

\textbf{B. Real exchange rate}

\textbf{C. Output gap}

\textbf{D. Monetary policy rate}

\textbf{E. Current account over GDP}

\textbf{F. PRC 8}

Source: Authors' calculations.
\textsuperscript{a} The shock is modeled as a 1-percentage-point increase.
policy rate. The minimum GDP gap occurs earlier under the MEP2 (in the first quarter after the shock) than under either the MEP1 or the VAR. The GDP gap reaches a minimum of about −0.6 percent based on the MEP2, which is slightly less than the −0.4 percent implied by the MEP1 and considerably larger than the −1.1 percent implied by the VAR. All three models show a relatively smooth recovery of the growth output gap, and the gap closes for all three model around the same date.

The real exchange rate dynamics are also reasonably similar for the three models, although the VAR model shows some differences. All three models show an initial real appreciation that ranges from 0.4 percent for the VAR (with a subsequent appreciation reaching a real appreciation of 0.8 percent in the second quarter) to 1.3 percent for the MEP1, with the MEP2 showing an intermediate result of a 1.0 percent real appreciation. Both the MEP1 and the MEP2 exhibit a subsequent depreciation and then a convergence to the initial level. The VAR shows a very mild appreciation relative to the initial level (not significantly different from zero).

An advantage of the MEP2 over both the MEP1 and the VAR presented above is that it allows us to calculate the current account of the balance of payments. The fifth panel in figure 11 shows the response of the current account as a percentage of GDP to the 100 basis point temporary shock to the monetary policy rate. Initially, the current account deteriorates, reaching a mild deficit of −0.3 percent in response to the initial appreciation of the real exchange rate. The current account is already on the surplus side by the third quarter. The surplus is due to both the depreciation of the real exchange rate and the fall in GDP. The maximum surplus of almost 1 percent of GDP is achieved after five quarters. The current account drops back to the initial level after seven quarters. The rise of the monetary policy rate induces a current account surplus that takes off after three quarters, reaches its maximum (of 1 percent of GDP) after five quarters, and lasts for about seven quarters.

3.2 Permanent Shock

An important advantage of the MEP2 over a simple gap model, such as the MEP1, is that the steady state is well defined. This allows us to investigate the effects of permanent shocks both in the short- to middle-run dynamics and in the long-run impact. Figure 12 shows the response of a number of key variables to a permanent
increase of 5 percentage points in the ratio of government spending to GDP. This shock to aggregate demand translates into an increase in GDP of 6 percent. GDP increases by more than government spending because of an effect on investment and consumption. Both these variables are procyclical in the short run. The real exchange rate, in anticipation of the rise in domestic interest rates, tends to appreciate by about 6.5 percent. The appreciation and the increase in GDP together induce a current account deficit that rises from 3 percent of GDP in the quarter of the shock to almost 10 percent of GDP a quarter later. Inflation builds up slowly in response to the increased output gap and reaches a maximum of about 1 percent five quarters after the shock.

The monetary policy rate increases considerably only a quarter after the shock, in response to the increased output, the rise in inflation and future inflation, and the increase in the foreign spread, all of which affect expected inflation. A drop in GDP, a drop in inflation, and a recovery of the real exchange rate and the current account follow the increase in the monetary policy rate. In particular, GDP drops back toward its initial level, and it is less than 1 percent above the initial level within about seven quarters. Inflation enters into a mild but persistent deflationary period after the eighth quarter. The current account deficit tends to close, following a short surplus period. The real exchange rate remains appreciated by 3 percent relative to the initial level, and the monetary policy rate remains above the initial steady-state level by 20 basis points.

The price of copper is a critical variable, given the commodity's importance in Chilean production and exports. Figure 13 presents the response of key variables to a permanent drop of 20 percent in the price of this commodity. The current account deteriorates with the drop in the price of copper, reaching a deficit of about 4.5 percent of GDP. This deficit reflects the importance of copper in total Chilean exports. The deterioration of the trade balance also translates into a fall of GDP of 1.1 percent. An initial increase in the real exchange rate (7.5 percent), inflation (0.5 percent), and the foreign spread induce an increase in the monetary policy rate of 20 basis points, despite the initial negative output gap. The increase in interest rates and the depreciation of the real exchange rate imply higher costs of investment, particularly investment in machinery that has an important imported component. This cost increase reduces both investment and potential output in the long run. This, in turn, will lower GDP in the long run. Inflation tends to drop back to the target
Figure 12. Response to a Permanent Shock to Government Spending\textsuperscript{a}
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Source: Authors’ calculations.

\textsuperscript{a} The shock is modeled as a 5-percentage-point increase the ratio of government spending to GDP.
level, and the monetary policy rate falls with inflation to become expansionary rather than contractionary after five quarters. The real exchange rate remains appreciated by about 8 percent in the long run with respect to the initial level.

The price of oil is also important for the Chilean economy, as oil is an important component of Chilean imports. A permanent increase of 20 percent in this price has effects that are very similar, at least qualitatively, to the impact of an increase in the price of copper. Fluctuations in all variables are smaller for the case of the shock to the price of oil (see figure 14).

A final exercise we present here is a permanent increase of 100 basis point in the relevant foreign interest rate. Results are presented in figure 15. This increase has two immediate effects: namely, to raise the monetary policy rate and the real exchange rate. Both these effects operate to reduce GDP. Inflation tends to increase first and drops later owing to the negative GDP growth and the rise in the monetary policy rate. Output tends to return to its initial level in the long run, but it remains slightly below that level. Inflation converges slowly to the target level. The current account remains in surplus, inducing a drop in the foreign spread that partially compensates for the higher foreign interest rates, while the real exchange rate remains appreciated by about 1 percent relative to the initial steady-state level.
Figure 13. Response to a Permanent Shock to the Price of Copper\textsuperscript{a}

A. Inflation

B. Real exchange rate

C. Output gap

D. Monetary policy rate

E. Current account over GDP

F. PRC 8

Source: Authors’ calculations.

\textsuperscript{a} The shock is modeled as a 20-percent decrease in the price of copper.
Figure 14. Response to a Permanent Shock to the Price of Oil\textsuperscript{a}
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Source: Authors' calculations.
\textsuperscript{a} The shock is modeled as a 20-percent increase in the price of oil.
Figure 15. Response to a Permanent Shock to the International Interest Rate$^a$
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Source: Authors' calculations.

$^a$ The shock is modeled as a 100-point increase in the rate.
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